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In 2006, The Next Generation Super Computer Project started at RIKEN under the leadership of President
Ryoji Noyori sponsored by MEXT Japan. Since then, this project experienced and overcome many hurdles both
in technical and political points. In October 2011, we reached the final goal, i.e., establishment of 10 peta-flops
computation.

In parallel with the development of the super computer (hard ware), the grand challenge program for
the software development for peta-flops computation in life science started in October 2006 which is named
Integrated Simulation of Living Matter (abbreviated as ISLiM). ISLiM program consists of 6 teams including 4
computer simulation teams, a data analysis team and software sophistication technology team. As a result of hard
works by the young reseachers, most of the developed software programs finally reached to the final stage of the
development worthwhile to challenge to peta-flops computation.

In this symposium, we focus our attention on the reports and discussions of the results of our software
development and possible applications of the software programs to life sciences including drug discovery, medical
applications in addition to the sophisticated lectures by the invited speakers from abroad.

Finally, we wish to express our sincere gratitude to the 7 invited speakers from abroad who kindly accepted
our invitation to ISLiM 4-th symposium for their great contribution to make this symposium fruitful for all the
participants.

Koji Kaya

Program Director

Computational Science Research Program
RIKEN
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ISLiM Keynote:

Current status of software development
in ISLiIM and its future
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Group Director, Research and Development of
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Ryutaro HIMENO received the B.E. and the M.E. from Kyoto University, Kyoto, Japan in 1977 and 1979,
respectively. He received Doctor of Engineering degree from the University of Tokyo in 1988. In 1979, he joined
Nissan Motor Co., Ltd., Yokosuka, Japan, where he has been engaged in the research of applying Computational
Fluid Dynamics analysis to the car acrodynamic development. From 1984 to 1986, he served as a researcher

at the Institute of Space and Astronautical Science, Tokyo, Japan. In 1999, he joined RIKEN. He is now the
director of Advanced Center for Computing and Communication, Deputy Program Director of Computational
Science Research Program and Group Director of Research and Development of Integrated Simulation of Living
Matter at RIKEN. He is a visiting Professor at the Kobe University, Hokkaido University and Tokyo Denki
University. He is also well known researcher in Baseball Physics.

He was a winner of 2006 Gordon Bell Prize (Honorable Mention, Peak Performance, with Dr. Tetsu Narumi,

et al) and Computer Visualization Contest in 2000 by Nikkei Science. He received both JSME Computational
Mechanics Award and Computational Award by Japan Association of Computational Mechanics in 2011 as well
as JSME Computational Mechanics Achievement Award in 1997 and JSME Youth Engineer Award in 1988. He
was also awarded Paper Award by NICOGRAPH in 1993, Giga FLOPS Award by CRAY Research Inc. in 1990
and other awards.
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Abstract

1. Introduction

Our project ISLiM started in 2006 and six years have
past. The project will end in the end of March, 2013.
This international symposium was planed to show
what we have developed and achieved in past six
years and to announce what we are going to do from

now on.

2. What we plane in 2006

In 2006, we started a grand challenge project called
ISLiM for K computer to demonstrate its performance.
The ISLiM stands for Integrated Simulation of
Living Matter to reproduce life phenomena on a
supercomputer for understanding them and developing
new medicine or new medical treatments. We have 6
research teams: Molecular scale team, cell scale team,
organ and body scale team, data analysis fusion team,
brain and neural system team and HPC team. We
started a high performance software package for life
science for K computer which contains 31 application
software.

The target was as follows:
1) At least 2 application codes achieved effective one

2) Innovative simulated results shall be shown using
full system of K computer.

3) All codes shall be available on K computer when
users want to use

3. Current status

Three codes: ZZ-EFSI, cppmd and UT-Heart achieved
effective performance larger than 1 PetaFLOPs on K
computer. 13 codes showed good liner scaling up to
more than 10,000 nodes on K computer.
Computation using K computer is currently going on
and the results will be shown from each team in this
symposium. Major codes we have developed can be
down-loadable from our web site and the number of
available codes are increasing. We will complete the
library at the end of March, 2013.

We will keep the library for users who want to use
and take care of those users even after we finish our
project.

References
1. http://www.csrp.riken.jp/index_e.html
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K Computer Keynote:

Real Peta-scale computing, stairway to Exa

Motoi Okuda

Executive Architect, Technical Computing Solutions Unit, Fujitsu Ltd

Profile:
Motoi Okuda Ph.D.
Executive Architect, Technical Computing Solutions Unit, Fujitsu Ltd.

Work Experience

- Planning, marketing and support of High Performance Computer

- Supervising Fj activities of national projects such as National Grid Project and Next Generation Supercomputing
Projects

- Developing computational science and engineering applications, such as fluid dynamics nuclear code,
crashworthiness, and molecular dynamics

- Project leader of Parallel Computing Center in Fujitsu Lab.

Education

- Ph.D., Information Science from Japan Advanced Institute of Science and Technology, Ishikawa.

- Master of Nuclear Engineering from Nagoya University.

Membership in Professional Societies includes

- Executive board member of The Japan Society for Computational Engineering and Science (JSCES)
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Abstract

FUJITSU and RIKEN have been working together to
develop K-computer.

After six- year project, the K-computer entered into
service at the end of September and many users are
now using the huge amount of computing power We
are now expecting innovative outcomes of the most
advanced K computer use.

My talk aims to cover the outline of the K computer
project, its design concept, how to implement

the system, impacts of adopted technologies on
application execution, and some examples of
application performance achievement. K computer’s
CPU, SPARC64™ VIIIfx, and Tofu interconnect are

14

the key technologies for achieving the project targets
such as performance, reliability, operability and power
consumption. I will talk about these features and an
example of performance on application program.
The talk also refers to our new challenges to the
next step, Exa-scale computing, based on lessons

we learned from K computer project and technology
trends. Successful project management is crucial to
promoting such a huge project. So I would like to
mention it briefly for the future project planning.
Japanese government has just begun their new
challenge to the future supercomputer system. I will
also refer to the outline of Japanese activities.
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What can Multiscale Models do for Precision
Medicine?

Grace C.Y. Peng

Program Director, National Institute of Biomedical Imaging and Bioengineering
(NIBIB), National Institutes of Health (NIH)

Profile:

Grace C.Y. Peng received the B.S. degree in electrical engineering from the University of Illinois at Urbana, the
M.S. and Ph.D. degrees in biomedical engineering from Northwestern University. She performed postdoctoral
and faculty research in the department of Neurology at the Johns Hopkins University. In 2000 she became the
Clare Boothe Luce professor of biomedical engineering at the Catholic University of America. Since 2002, Dr.
Peng has been a Program Director in the National Institute of Biomedical Imaging and Bioengineering (NIBIB),
at the National Institutes of Health. Her program areas at the NIBIB include mathematical modeling, simulation
and analysis methods, and next generation engineering systems for rehabilitation engineering, neuroengineering
and surgical systems. In 2003, Dr. Peng lead the creation of the Interagency Modeling and Analysis Group (IMAG),
which now consists of program officers from ten federal agencies of the U.S. government and Canada (www.
imagwiki.org/mediawiki). IMAG has continuously supported funding specifically for multiscale modeling (of
biological systems) since 2004. IMAG facilitates the activities of the Multiscale Modeling (MSM) Consortium
of investigators (started in 2006). Dr. Peng is interested in promoting the development of intelligent tools and
reusable models, and integrating these approaches in engineering systems and multiscale physiological problems.
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Abstract

1. Introduction — What is Precision
Medicine?

In 2011, the National Academy of Sciences (NAS)
published a report entitled, “Toward Precision
Medicine: Building a Knowledge Network for
Biomedical Research and a New Taxonomy of
Disease.”!This report has spurred many talks and
discussions in the scientific arena in the United
States to examine how we can manage the explosion
of disease-relevant data, and better integrate the
knowledge gained from basic biomedical research
with medical histories and health outcomes of
individual patients. The NAS Committee concluded
it is time now to modernize the human disease
taxonomy that informs healthcare decisions, by more
precisely defining and classifying diseases. A New
Taxonomy would precisely define diseases based

on their intrinsic biology, in addition to traditional
“signs and symptoms”; and incorporate a deeper
understanding of disease mechanisms, pathogenesis,
and treatments in a dynamic, iterative fashion —
continuously incorporating newly emerging disease
information. The New Taxonomy would require

an Information Commons in which data on large
populations of patients become broadly available for
research use, and a Disease Knowledge Network that
adds value to these data by highlighting their inter-
connectedness and integrating them with evolving
knowledge of fundamental biological processes. The
result would be “Precision Medicine”.

1.2. IMAG and the MSM Consortium

Since 2003, the Interagency Modeling and Analysis
Group (IMAGQ), a coalition of program officers from
10 government agencies in the United States and
Canada, has been promoting funding activities in

the area of modeling and analysis of biomedical,
biological and behavioral systems?, with a particular
emphasis on multiscale modeling. Since 2006,
IMAG has facilitated the activities of the Multiscale
Modeling (MSM) consortium, which is made up

of investigators in the field. Each year, the IMAG
MSM Consortium meets to discuss timely issues that
concern the field of multiscale modeling. This year, on

22

October 22-23, 2012, the MSM Consortium decided
to focus its discussions on “Multiscale Modeling for
Precision Healthcare. Four sets of MSM Consortium
panelists were asked to read the NAS report on
Precision Medicine', collect other sources of relevant
information, and comment on the following questions:
1) Data-driven models, physiological models and
structural models — can they be tailored to individuals
for precision healthcare? 2) Can computational
biology facilitate precision healthcare? 3) How can
we utilize clinical data to inspire MSM research for
precision healthcare? 4) How do we incorporate
verification, validation and uncertainty quantification
in MSM for precision healthcare? The panelists led
the MSM Consortium in an interactive discussion on
each of these questions, and that the views expressed
below are those of the MSM Consortium, not the NIH
or other government agency members of IMAG.

2. MSM and Precision Medicine

Though the NAS report on Precision Medicine!

does not refer to computational models, the MSM
Consortium concluded that multiscale models will

be necessary platforms to derive knowledge from
clinical and scientific data and to integrate knowledge
for the purpose of informing diagnoses, supporting
therapeutic decisions and predicting clinical outcomes.
At the same time the improved data resources, through
the New Taxonomy, Information Commons, Disease
Knowledge Networks recommended in the NAS
report, will all be critical in enabling the application
of multiscale models to precision medicine. A
recently published review article by Winslow et al.*
defines computational medicine as the means to use
quantitative multiscale models to understand altered
structure and function in disease, and develop new
methods for disease diagnosis and treatment.

The MSM Consortium also discussed the use of
computational (systems) biology models, and its
unique ability to link molecular scales with macro-
scale information. Though computational biology
models have already shown success in correlating
high-dimensional, high-throughput data with disease
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diagnosis, there is a need to increase the influence

of mechanistic hypotheses in the modeling cycle’.
The MSM Consortium also discussed the need for
good clinical data appropriate for models, as well as
a need to better engage the clinical community in the
modeling discussion. Finally, the MSM Consortium
conducted an extensive discussion on model
validation, verification and uncertainty quantification
(VV&UQ). The Consortium identified the need to
develop model evaluation criteria at the beginning of
the model development process, and that VV&UQ
should be addressed in the context of a model’s use
case and level of criticality of the clinical decision
being made.

In conclusion, multiscale modeling has the potential
to play a critical role in implementing the goals of
precision medicine. While most diseases present

clinically at tissue, organ and whole body scales; they

are frequently treated with molecular interventions.
Multiscale models are among the most rigorous tools
available to integrate a hierarchy of information at
different scales and predict the dynamic state of a
patient and the progression of disease.
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Abstract

1. Introduction

Tumor growth and metastasis are complex dynamic
processes that so far have largely evaded attempts

to control and manage them; a grand challenge of
modern biology and medicine is understanding their
mechanisms at the molecular, cellular and tissue
levels and learning how to control the disease [1].
Considering the enormity of the task and the
complexity of the subject, systems and computational
biology are absolutely necessary for achieving these
goals. To make a crucial progress in the understanding
of cancer and the role of new vasculature that sustains
tumor growth and metastasis [2, 3], new approaches
are necessary that would allow us to modularize the
problems, and to identify and quantify the interactions
between the modules. We need to combine
reductionist approaches, down to the gene and protein
levels, with integrative or systems approaches. What
should make the problem feasible is its modularity,

ie the ability to define and study the modules
individually as a first approximation, then combine
them to study interactions between the modules, up
the hierarchy of biological scales and complexity.

2. Unraveling the Complexity of Cancer by
Multiscale Multimodular Modeling of Tumor
and Vascular Dynamics

What are the major processes involved and how

do we approach the problem? Below is a list of the

processes where we have made initial progress.

To be specific, here we focus on breast cancer, but

the methodologies developed should apply to solid

tumors and their metastatic dissemination more
generally. Computationally, these are presented as
modules describing different biological scales as well
as integration:

1. Bioinformatic analysis of the anti-angiogenic
motifs in the human proteome and computer-aided
optimization of anti-angiogenic peptides [4, 5].

2. Bioinformatic analysis of protein-protein
interactions (PPI) with the aim of classifying and
organizing proteins important for angiogenesis and
identifying novel drug targets [6-8].

3. Mechanistic models of cell signaling networks,
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including growth factor receptor-ligand
interactions (Vascular Endothelial Growth Factor
— VEGF) [9-11], intracellular signaling [12], and
enzymatic processes that involve cell-extracellular
matrix interactions specifically with matrix
metalloproteinases, MMP [13-15].
4. Mechanistic models of transcriptional regulation;
Hypoxia-Inducible Factor HIFla [16].
5. Agent-based three-dimensional modeling of
angiogenesis and tumor growth [17, 18].
6. Multiscale image-based modeling of tumor blood
flow and molecular transport [19].
7. Molecular-based mechanistic models of therapeutic
interventions in cancer [20, 21].
8. Computational modularity and systems integration
[22, 23].
It is important that every module be validated
individually, to the best extent possible, using
experimental methods, from molecular biology, to in
vitro cellular assays, to animal experiments. However,
some of the pathways may interact (cross-talk) and
even exhibit synergistic behavior, e.g. [24]; in this
case the hierarchical complexity of the interactions
needs to be built up gradually so as not to lose the
ability to validate at every step.
Although our studies and those of other laboratories
demonstrate growing technical ability to approach
the systems biology of cancer, admittedly they only
scratch the surface in our quest to quantitatively
understand cancer. Analyzing and quantifying the
modularity of multiple signaling pathways in the
tumor microenvironment, e.g. cancer cells, tumor
endothelial cells, and stromal cells, including
immune cells will be a challenging task. Important
and significant spatial heterogeneities exist within
individual tumors that are the hallmark of cancer;
these heterogeneities are manifested in genetic
variability, physico-chemical properties, and drug
response. These issues need to be confronted in
future work. We predict that computational biology
of cancer will remain a major research frontier; it will
require novel methodologies and is likely to stretch
the capabilities of modern supercomputers.
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Abstract

1. Introduction

Logic-derived modelling has been used to map
biological networks and to study arbitrary functional
interactions, and fine-grained kinetic modelling can
accurately predict the detailed behaviour of well-
characterized molecular systems, however, at present,
neither approach comes close to unravelling the

full complexity of a cell. It is possible nowadays to
create a whole-cell model of a simple prokaryotic
cell that accounts for all molecular components and
their interactions, from electrolytes and metabolites
to proteins and ribosome assemblies. A huge effort
of painstaking data mining is required to assemble
such models, but the mathematical representations are
straightforward and the computational cost is low: an
entire cellular lifecycle can be simulated with as little
as 1 TFlop*hr.

In contrast, we are far from being able to simulate
eukaryotic cells at a similar level of detail: the tools,
data, and computational power are all still inadequate.
Non-linear dynamics of intracellular molecular
interactions (especially in signalling networks, but
often also in metabolic or gene regulatory networks)
cannot be ignored. Emergent properties are due not
only to network topology, but to the detailed kinetic
rate laws and quantitative parameters. Multiple
phosphosites can create a combinatorial complexity
of regulatory actions, and generate difficulties in
mapping functional states to measured observable
quantities. Compartments, scaffolds, and diffusion
create spatial inhomogeneities and microdomains,
which have critical functionality in most eukaryotic
cells (often also in prokaryotes). And to top it all

off, there has been increasing evidence that parts

of the cellular machinery employ fleeting, non-
stoichiometric, pleiomorphic assemblies of molecules
to carry out vital processes.

2. The Virtual Cell Project

The Virtual Cell (VCell) is a unique computational
environment for modeling and simulation in cell
biology developed at the University of Connecticut’s
Center for Cell Analysis and Modeling, an NIH-

designated National Research Resource. The Center
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integrates new microscope technologies for making
quantitative in vivo live cell measurements with new
physical formulations and computational tools that
will produce spatially realistic quantitative models

of intracellular dynamics. The latter are being made
available for the use of researchers worldwide through
their integration into the public, web-accessible, VCell
software framework. The creation of models in VCell
can range from the simple, to evaluate hypotheses

or to interpret experimental data, to the complex,
where multi-layered models can be used to probe the
predicted behavior of large, highly non-linear systems.
VCell has been designed from the beginning to

work with spatially-resolved models, and it has

a wide range of capabilities to specify 2D or 3D
geometries for compartments. Geometries can be
re-used from other VCell models (including shared
models from other users). New analytic shapes can be
created by defining analytic equations that describe
compartment distributions in space or by manually
defining compartments on a regular grid of points in
space (image painting). An important VCell feature

is a possibility to use geometries from external
resources. Rasterized 2D or 3D (Z-stacks) images
can be imported, as well as CAD specifications

such as stereolithography and constructive solid
geometry. Additionally, surface mesh files can be
imported and sampled within a spatial domain to
define compartments. Users can build complex
models which specify compartmental topology and
geometry, molecular characteristics, and relevant
interaction parameters. VCell automatically converts
the biological description into a corresponding
mathematical system, deterministic (concentrations,
ordinary and/or partial differential equations) or
stochastic (locations, process probabilitites). VCell
will then generate the code to perform and analyze
simulations of the system using numerical solvers.
The distributed version of VCell maintains a database
of models and simulation data that can be private,
shared with specific users, or public.

VCell has been continuously and rapidly growing

in features and complexity over the past several
years. Compartmental and spatially-resolved
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models of reaction, diffusion, membrane transport,
electrophysiology, advection/flow and events can be
simulated both deterministically and stochastically
with a large choice of solvers, including hybrid
stochastic-deterministic solvers, and advanced
parameter scan and estimation tools are available.

3. Bridging the Systems Biology Gap

New developments will be presented that expand
VCell’s capabilities towards the systems biology
domain, such as automated model building from
pathway databases, rule-based modeling, and network-
free simulations. In parallel, we will discuss recent
developments of systems biology modeling tools

that expand their capabilities towards the detailed
biochemistry domain, such as automated differential
equations generation from Boolean networks and
combined data-driven and pathway-driven methods of
network inference.

We now need efficient ways for seamless interfacing
between these different tools in order to combine all
of the required different mathematical formalisms
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— a promise brought by community standards for
model exchange that are currently being developed
(such as SBML level 3 extensions). But will it be
computationally tractable to build and simulate
comprehensive quantitative whole-cell models of
eukaryotic cells? A good benchmark towards that
goal (perhaps a ‘grand challenge’?) would be the
ability to predict the phenotype produced by random
mutations in the case of a simple multi-cellular
organism such as C. Elegans (much in the same way it
was recently done for the bacterium M. Genitalium).
Based on known —omics data, we can estimate that

a hypothetical simulation with currently available
algorithms of the development lifecycle (from egg to
959-cell worm) would require at least 100 EFlop*hr.
This is not realistic right now, but not out of reach,
either; it seems reasonable to expect that the overall
required computational infrastructure (algorithms,
standards, software) would be available by the end
of the decade. But will there be enough experimental
data to parameterize, constrain and validate such
models?
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Abstract

1. Introduction

Nanoscale particles have become promising materials
in various biomedical applications, such as cancer
therapeutics, diagnosis, neuro-imaging, drug delivery,
and biosensors. However, in order to stimulate and
facilitate these applications, there is an urgent need for
the understanding of the nanotoxicity and other risks
involved with these nanomaterials to human health.
Some of our recent molecular modeling works with
IBM Blue Gene supercomputer will be presented in
this talk. We show that a pristine carbon nanotube, one
form of hydrophobic nanoparticles, can interact and
disrupt the structures and functions of many important
proteins such as WW domains, SH3 domains, and
human blood serum proteins. In some extreme cases,
such as the WW domains, the carbon nanotube can
unexpectedly plug into the hydrophobic core of the
protein to form stable complexes. This plugging of
nanotubes disrupts and blocks the active sites of WW
domains from binding to the corresponding ligands,
thus leading to the loss of protein functions. In other
cases, nanotubes compete with ligands for the receptor
binding sites involved in the signaling and regulatory
pathways. Different adsorption capacities of human
serum proteins on carbon nanotubes, on the other
hand, result in different cytotoxicity. The hydrophobic
interactions between the carbon nanotubes and
hydrophobic residues, particularly aromatic residues
through the so-called n—= stacking interactions, are
found to play key roles. In addition, the molecular
mechanism of tumor metastases inhibition by
metallofullerenol Gd@C82(OH)22 (i.e. toxic to
cancer cells) has been studied with both experimental
and theoretical approaches. These findings might
provide a better understanding of “nanotoxicity” at
the molecular level and help design better therapies
with nanomedicine. In the following, two specific
examples are provided to illustrate these important
protein-nanoparticle interactions.

2.1 Competitive Binding of Carbon
Nanotubes to Human Serum Proteins

In this example, we have used both experimental
and theoretical approaches, including AFM images,

fluorescence spectroscopy, CD, SDS-PAGE, and
molecular dynamics simulations, to investigate the
interactions of SWCNTs with human serum proteins
(BSA, y-Ig, Tf, and BFg), and find a competitive
binding of these proteins with different adsorption
capacity and packing modes. The n—r stacking
interactions between SWCNTSs and aromatic residues
(Trp, Phe, Tyr) are found to play a critical role in
determining their adsorption capacity. Additional
cellular cytotoxicity assays reveal that the competitive
bindings of blood proteins on the SWCNT surface can
greatly alter their cellular interaction pathways and
result in different cytotoxicity for these protein-coated
SWCNTs. These findings have shed light towards the
design of safe CNT nanomaterials by comprehensive
preconsideration of their interactions with human
serum proteins.
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Figure 1. Molecular mechanism of pancreatic tumor
metastases inhibition by metallofullerenol Gd@
C82(0OH)22

2.2 Pancreatic Tumor Metastases Inhibition
by Gd@C82(0H)22

Pancreatic adenocarcinoma is probably the most
lethal of the solid tumors and the fourth leading cause
of cancer-related death in North America. Matrix



4th Biosupercomputing Symposium (December 3 - 5, 2012)

metalloproteinase (MMP) has long been targeted

as a potential anti-cancer therapy due to its seminal
role in angiogenesis and extracellular matrix (ECM)
degradation for the tumor survival and invasion. The
inhibition specificity to MMPs and the molecular level
understanding of inhibition mechanism, however,
remains largely unresolved. Moreover, finding better
alternatives to traditional medicines with emerging
nanomaterials (nanomedicine) is of great current
interest.

In this example, we find that endohedral
metallofullerenol Gd@C82(OH)22 can successfully
inhibit the neoplastic activity of pancreatic cancer
with experiments at animal, tissue, and cellular levels.
Gd@C82(OH)22 effectively blocks tumor growth

in human pancreatic cancer xenografts in nude mice
model. Enzyme activity assays also show Gd@
C82(OH)22 not only suppresses the expression of
MMPs but also significantly reduces their activities.
We then further applied large scale molecular
dynamics simulations to uncover the molecular
mechanism by studying the Gd@C82(OH)22-MMP-9
interactions at atomic detail. Our data demonstrated
that Gd@C82(OH)22 inhibits MMP-9 mainly via

an exocite interaction while the well-known zinc
catalytic site only plays a minimum role. Steered by
non-specific electrostatic, hydrophobic and specific
hydrogen bonding interactions, Gd@C82(OH)22
exhibits specific binding modes near the ligand
specificity loop S1’, thereby inhibiting the MMP-9
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activity (see Figure 1). Both the suppression of MMPs
expression and specific binding mode make Gd@
C82(0OH)22 a potentially more effective nanomedicine
for pancreatic cancer than the traditional medicines
which usually target the proteolytic sites directly,

but fail in selective inhibition. Our findings based

on a combination of in vivo, in vitro and in silico
approaches provide new insights for de novo design
of nanomedicines for fatal diseases such as pancreatic

cancer.
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Sten Grillner has unravelled the intrinsic function of the modular network organization underlying fundamental
aspects of our motor repertoire. His initial work defined the basic organisation of the mammalian locomotor
system in terms of supraspinal command systems, spinal networks coordinating the movements (CPGs), and the
sensory control of the CPGs. To address the next level question - the molecular, cellular and synaptic design of
these neuronal circuits - he developed a novel and simpler vertebrate model (lamprey). The different network
interneurons, their synaptic interaction (transmitters, receptor subtypes), and their membrane properties (ion
channel subtypes expressed) have been identified. The palette of different subtypes of ion channels expressed

in different neurones is found to be of critical importance for network function. Through an interaction between
detailed multi-faceted experimentation and large scale modelling with biophysically realistic numbers of Hodgkin-
Huxley neurons, the operation of this entire motor control system has been uncovered. This conserved system is
understood at a cellular/molecular level, and the conceptual gap between gene/molecule and behaviour has been
bridged. We now understand the design of the neuronal subsystems coordinating goal-directed ambulation. In
focus are now the forebrain systems that are responsible for selection of different patterns of behavior.

Sten Grillner has also helped develop the OECD initiated International Neuroinformatics Coordinating Facility
(INCF) with the secretariat in Stockholm that promotes both the development of interoperable databases and
multi-scale modelling. INCF has now 17 member countries extending from Japan, Korea and India to Europe and
the US.
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The vertebrate brain controls a great variety of
movements through dedicated networks like those
controlling eye movements, expression of emotions,
respirations and locomotion. These networks are to a

large degree conserved through the vertebrate phylum.

The neural mechanisms underlying the control

of goal directed movement will be in focus, both
biological background information and multiscale
modelling from the subcellular and synaptic level

to the microcircuit, systems and behavioural levels.
The propulsive locomotor synergy is controlled from
command regions in mesencephalon, which in turn
control central pattern generating (CPG) networks
in the spinal cord. My presentation, based on the
lamprey CNS, will address the intrinsic function

of the adaptable CPG that can generate different
motor patterns. In addition, I will discuss the tectal
mechanisms underlying steering movements with
the retinotopic motor map, and the control from

the output of the lamprey basal ganglia, which is of
critical importance for deciding which motor program
should be turned on at a given moment of time. The
mechanism by which different motor programs are
selected will be considered with special reference

to the basal ganglia — experiments and modelling.
Our recent findings establish that the structure and
function of the basal ganglia have been conserved to
a surprising degree throughout vertebrate phylogeny
over a period of more than 500 million years from the
ancient lamprey version to primates. This applies to
the input to striatum (pallium, thalamus, dopamine,
5-HT, histamine input), the pallidal structures

(GPi, substantia nigra reticulata (SNr), GPe and the
subthalamic nucleus) and their output targets, the
cellular properties of striatal and pallidal neurons
and the effects of an MPTP induced dopamine
denervation.

In order to simulate the basal ganglia — brainstem —
spinal cord networks underlying different motor

patterns including visuomotor control, we have
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simulated these networks with an approximate number
of model neurons (around 15 000) corresponding

to that observed biologically. The model neurons

are of the detailed compartmental Hodgkin-Huxley
type with detailed membrane properties including

all subtypes of ion channels observed biologically
and the different transmitter receptors. Each model
neuron is designed to be very close to its biological
counterpart including the variability observed in each
population. The synaptic interaction is modelled

as well as network properties. The variability in
neuronal properties is important in that it provides
for stability in network properties over a large range
of frequencies. These networks have also been used
to control a simulated body with the ability to move
in a natural fashion and be able to perform orienting
movements, avoid obstacles and approach certain
goals. These simulations have been performed on an
IBM blue gene supercomputer.
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Abstract

1. Introduction

Large-scale biomolecular complexes play a key

role in many aspects of cellular activity, including
transcription, translation, splicing, scaffolding,
transport and metabolism. New supercomputing
technology has made it possible to study the dynamics
of these complexes in atomic detail using large-
scale molecular dynamics simulations. Our group
has focused on a molecular machine called the
ribosome for the past decade.! The ribosome plays

a central role in all life forms and is responsible

for protein synthesis. The ribosome must read the
genetic information encoded on messenger RNA
and implement these instructions by producing
corresponding proteins. The ribosome performs the
only non-trivial information processing operation

in cell by executing a 'look-up' table operation,
converting nucleic acid sequence into protein

amino acid sequence. In this sense, the ribosome is
analogous to the CPU of the cell and constitutes a
nano-scale information processor. Approximately
50% of the antibiotic drugs used in US hospitals
function by targeting the ribosome. Mechanistic
understanding of ribosome activity is important for
the design of new antibiotics that combat the growing
antibiotic resistant 'superbug' problem present in
today's hospitals. In addition, understanding how the
ribosome decodes genetic information will help lay
the foundation for the design of synthetic nano-scale
information processors.

1.2. The ribosome 'decoding problem’

By performing large-scale molecular dynamics
simulations of the ribosome, we have been able

to examine the inner workings of this molecular
machine. Our long-term goal has been understanding
translocation, a large-scale massive rearrangement
of the ribosome. As a first step, we focused on the
more tractable problem of decoding, the process by
which the ribosome decodes genetic information (also
known as tRNA selection). Here, a key rearrangement
that occurs is called 'accommodation’, where transfer
RNAs (tRNAs) carrying protein building blocks
(amino acids) move into the ribosome. In our study
of this process, we identified a new functional region
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of the ribosome ('the accommodation corridor’)

and predicted that certain parts of this corridor are
important for ribosome function.? Our predictions
have been validated in studies by several experimental
groups.®> In an additional separate set of studies that
combined explicit solvent simulations, reduced model
simulations, and single molecule experiments, a new
picture of ribosome function has emerged.® Rather
than the ribosome machine parts moving in lock-step,
both simulations and single molecule experiments
show the tRNAs making large-scale reversible
excursions in a trial-and-error fashion. This picture is
consistent with a dynamic energy landscape view of
the ribosome.”

2. Translocation of tRNAs through the
ribosome

After studying the relatively tractable problem of
'accommodation’, we are now applying what we

have learned to the mechanism of translocation, a
more complicated rearrangement where several large
conformational changes involving the entire ribosome
and tRNA occur. This motion allows the ribosome to
move exactly 3 nucleotides along the messenger RNA
to the next amino acid codon. Using microsecond
sampling in explicit solvent for the full ribosome, in
combination with experimentally measured rates,®

we estimate barrier heights for various motions
important for translocation. We have also used coarse-
grained methods to simulate the various sub-steps of
translocation.”!® Our goal has been to use simulations
of the ribosome to produce detailed energy landscapes
of translocation.
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Abstract

Impact of Quantitative and Systems Pharmacology (QSP) in Drug Discovery and Development: It is

all about the Question
Sandra R. B. Allerheiligen, PhD

The pharmaceutical industry must reduce costs while
delivering innovative medicines with improved
benefits for patients. With increasing computational
capability, scientists can leverage quantitative tools to
answer critical questions that influence the discovery
and development of important new medications.
These new approaches and tools have led to the
expansion of a specialized field, quantitative and
systems pharmacology (QSP, sometimes called
modeling and simulation).

Quantitative and Systems Pharmacology is an
integrative science incorporating relationships
between diseases, drug characteristics, and individual

44

variability to leverage existing knowledge and guide
future research. QSP helps define the questions and
assumptions and highlights knowledge gaps. Through
this approach it is possible to estimate drug efficacy,
understand safety, plan experiments, and inform
discovery/development strategies. Examples that
highlight the ability to answer such questions as 1)
should this molecule be developed as a drug, 2) what
is the right dose to balance efficacy and safety, and

3) does this new drug increase bone strength will be
presented. The ultimate goal is not a mathematical
model but rather the ability to gain insight to optimize

new medications for patients.
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Abstract

1. Introduction

Thrombosis is regarded as one of the most important
diseases, which cause the myocardial and cerebral
infarctions. It is very complicated disease affected
from molecular scale protein-protein interaction to
continuum scale in blood flow. Initially, platelets

start to aggregate at the injured wall, where von
Willebrand Factor (vWF) molecules are attached. The
Glycoprotein, GPIb-a, on platelet membrane starts
showing ligand-receptor type interaction with this
vWF and platelets start aggregating around this spot.
From this stage, very complicated activated process of
platelets and interactions with blood, vessel walls red
blood cells, fibrin etc. occur and they end up with the
blockage of the vessels.

In the present study, we are developing the numerical
model of the initial stage of thrombus

formation. To analyze this process, we have developed
the full Eulerian fluid-membrane coupling method [1],
which is a further extension of the full Eulerian fluid-
structure coupling method [2]. This method is coupled
with the stochastic Monte Carlo simulation on GPIb-a
and vWF interactions. The basic concept of this

multiscale thrombosis simulator is shown in Fig.1.

Blood flow
(continuum mechanics)

*Substance diffusion
“Metabolic reaction and activation
*Morphology change

Molecular interaction
(molecular dynamics)

Fig.1 Multiscale modeling on the platelets adhesion

2. Simulation Results

The pressure driven flows including the multiple
RBCs and platelets in a circular tube were carried
out. Fig.2 illustrates the time evolution of the shape
of RBCs and platelets. It is well-known that, in actual
blood flows, RBCs tends to flow in the center of

vessels with large deformation constructing so-called
blood plasma layer, and that small platelets tends to
flow in this plasma layer. It was observed that, once
the platelets are coming closer to the vessel wall, they
stay there and it is rarely observed that they go back
to the center of the vessel.

(a) t= 0.0 [s]

(b) t="75.0 [ms]

Fig.2 Time evolution of RBCs shape and location

Next, the effect of RBCs on the adhesion of platelets
is analyzed. The simulation was conducted through
the coupling of continuum mechanical simulation
with Monte Carlo simulation of protein(GPIb-a) -
protein (vWF) interactions. The result shown in Fig.3
illustrates the adhesion of platelets by the binding

effect of proteins is achieved. This phenomenon is not
observed without Red blood cells. More details will
be discussed in the presentation.

-

Fig.3 Platelet adhesion on Vessel Wall
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Abstract

1. Introduction

Cardiology is one of the earliest fields of medical
research where numerical simulation was recognized
as a powerful tool for promoting our understanding on
the disease processes. The fields of application cover
electrophysiology, cell metabolism, cardiac mechanics
and hemodynamics, but, so far, most of simulation
models have only dealt with either microscopic or
macroscopic aspect of the problem.

Today, we are facing the explosion of knowledge
gained by the progress in molecular and cellular
biology. To fully make use of these pieces of
knowledge for the solution of various health problems,
multi-scale modeling integrating the hierarchical
biological system is required. To achieve this goal

in heart research, we have developed a multi-scale,
multi-physics heart simulator “UT-Heart”.

2. UT-Heart for clinical applications

Our heart simulator is based on the finite element
method and its morphology was created from the
multi-detector CT or MRI data. In each element of the
simulator, mathematical models of cardiac excitation-
contraction coupling process are implemented so

that each element behaves as a virtual myocyte. The
excitation starts at the pacemaker site propagates in
the heart tissue to trigger the synchronous contraction
and relaxation of the heart. Because the blood in the
heart chamber is also modeled as the fluid elements
and its interaction with the cardiac tissue is solved

by the strong coupling method, we can also analyze
the hemodynamic parameters. In addition, whole
coronary arteries, capillaries and veins are modeled to
show the flow dynamics influenced by the myocardial
contraction at each level.

All these features of the model open the possibility of
in silico diagnosis and treatment of the virtual heart.
We have started a feasibility study by developing the
patient-specific heart and torso models. With these
heart models, we have successfully reproduced the
actual ECG and UCG data of each patient. Prediction
of therapeutic effect and optimization of the protocol
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for the cardiac resynchronization therapy is another
target of the research. UT-Heart can also be applied
to the development of novel diagnostic or therapeutic
devices.

3. UT-Heart for basic science

The power of K-computer enables us to develop

a further detailed model in which seamless
integration of the heart activities from microscopic to
macroscopic scales are realized. In this model, cycling
crossbridges of sarcomere in each cardiac myocyte
are modeled with its microscopic structures so that
the pumping function of the heart is influenced by the
force generating activity of each myosin molecule.
Heart model with such detailed subcellular structure
can be used as the genetically modified human heart
model thus will surely contribute to the basic science.
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Abstract

1. Introduction

“Integrated Simulation of Living Matter (ISLiM)
Group" is developing "Grand Challenge Applications"
in the life sciences that categorized five scales/layers
using the K computer and future super computers.
Massive parallelization is trend of high-performance
computing. In the case of the K computer, the system
has 82,944 processors, 8 cores per processor, two
2-way SIMD floating-point multiply-and-add units per
core. Therefore we needed to optimize applications
by hybrid parallel, 80,000 MPI process, 8 threads, 2
SIMD. To achieve such high-parallelization, we must
optimize application at deep layer such as structure of
code and data, algorithm, etc.

High-performance Computing Team is assigned
supporting optimization of applications that are
developing other five teams and developing core
applications/libraries for life science on the K
computer.

In each category, one or more applications achieved
parallelization of 24,576 processes which was
maximum number of process in early access to the

K computer. Three applications achieved full system
of K computer at special trial. High-performance
Computing Team is developing the molecular
dynamics core program, one of these applications.
We performed MD simulation of protein in water
with 522 million atoms and achieved 4.4 PFLOPS of
calculation performance using 79,872 processors.

2. Molecular Dynamics Core Program

We developed the molecular dynamics core program
aimed for establishment of optimization technique,
providing optimized code on the K computer.

2.1. Optimization on the K computer

In the MD code, the calculation of pair-wise force
and potential is most significant part of calculation.
The optimization of most inner loop of the force and
potential (kernel loop) is hardly depend processor and
compiler. On the K computer, SIMD and software
pipelining are most important optimization and
sensitive to structure of data and loop. We changed
the data used in kernel loop from STL vector to
simple C style array because the compiler can’t
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SIMD-optimize to calculation using STL vector. We
also rewrote “if” statement as mask operation because
the processor of K computer has SIMD instruction

of masked operation for “if” statement. Applying
such “K” specific optimization, we achieved 54% of
SIMD ratio and 56% of efficiency at kernel loop. We
use cell index method to processor parallelization.

It is suitable for the TOFU, torus network of the K
computer. Almost all communication in the cutoff
method is local and well scales on the torus network.
We performed the cutoff method with cutoff length of
28 A and observed that it completely weak scaled at
6500 atom/node (Table 1). We also measured strong
scaling. The scalability decreased 50% at the case of
number of atom per node was about 100.

We achieved 4.4 PFLOPS calculation performance,
43% of theoretical peak on the simulation of 522
million atoms with 28 A cutoff using 79,872 nodes.

Table 1 weak scaling: time consumption (ms/step)

against number of node

Node |64 512 |4096 |32768|79872| 82944

Time |109.1 |110.5 |111.2 |111.7 |112.4 |112.1

Part of the results is obtained by the K computer at
the RIKEN Advanced Institute for Computational

Science.
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Abstract

1. Introduction

Cells are the smallest units of life. The ultimate

goal of our cell-scale simulation team is to recreate
intracellular and intercellular phenomena in computer
simulations. However, most intracellular phenomena
have yet to be elucidated, and remain a major area

of research in cell biology. It is therefore currently
impossible to develop a simulator that can recreate

all intracellular phenomena. Hence, our cell-scale
simulation team’s objective is to simulate intracellular
and extracellular phenomena that are reasonably well
understood and for which mathematical models have
been established. In addition, using the computational
power of a next-generation 10-petaflop “Kei”
supercomputer, our team aims to simulate intracellular
environments that heretofore could not be calculated
due to high computational costs. Future advances in
cell biology, mathematical model construction, and
simulation technologies should markedly expand the
scope of cell simulation. In the hope of contributing to
the development of cell simulation, a cell simulation
platform that can analyze coupled phenomena by
linking simulators for multiple phenomena (RICS)
was developed. The cell phenomenon simulation
developed by our team aims to recreate actual
intracellular phenomena, and not merely run computer
calculations. Experiments have been performed
concurrently to gather the necessary parameters for
the simulation and to verify the simulation. This
multi-pronged approach will allow the simulation

to discover unknown phenomena, rather than just
recreate phenomena.

2. Integrated cell simulation platform
The basic design and methodologies of a common
cell simulation base that can couple intracellular
fields and multiple simulations were investigated.
Basic fields inside the solver were 3-dimensional
scalar fields consisting of the number of various
molecules and the volume ratio of the medium.
As a general rule, different simulators working

on the common base calculate temporal changes

in the number of molecules and the volume of
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medium inside each voxel. The medium represents
organelles, and the system was designed to deal

with organelle movements in the future. The system
was also designed to withstand large-scale parallel
processing by appropriately compartmentalizing
calculation spaces. In addition to designing the cell
simulation platform, metabolism simulation was
also carried out. In metabolism simulation, “E-cell3”
was used because of its track record in intracellular
metabolism simulation. Furthermore, since membrane
functions are important cellular functions, the
following cell membrane functions were added:

n n

"substance penetration”, "penetration on/off switch
(ion-channel)", "active transport (pump)", and "cell
membrane receptor function (internal enzymes
activate when substances bind outside)". Moreover,

a function to analyze the membrane potentials of
neurons and other cells is being developed. These
multiple phenomena were examined by weak coupled
analyses based on sequential computations per time

step.

3. Conclusions

We have developed a system to enable spatiotemporal
simulation of the cell. The resulting RICS system
was designed not to only to simulate specific cell
phenomena, but to be a universal spatiotemporal
simulator of the cell. In addition to enabling
simulation of biochemical reactions, diffusion,
transport, membrane function, membrane potential,
and advection within the cell, the RICS platform
can couple simulations of multiple phenomena.
Furthermore, with the ability to create geometric
models that replicate the shapes of actual cells, it
becomes possible to create simulations that account
for the physical geometry of individual cells and to
verify simulation results against actual observations.
Because this approach is computationally expensive,
it would have been extremely difficult to do using
conventional computers. However, spatiotemporal
simulations of cells are now possible by utilizing the
large-scale parallel processing power of the next-
generation “Kei” supercomputer.
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Abstract

Collection of the data in reality is absolutely
necessary to empower the capability of large-scale
biosimulation of metabolic systems, while it has
been difficult to collect quantitative data of many

of metabolites in tissues in vivo. We have applied
advanced metabolome technology including imaging
mass spectrometry to this effect. Application of
metabolome analyses based on CE-MS allowed us to
predict and demonstrate roles of hemoglobin allostery
in O2-sensing mechanism in human erythrocytes, and
now extending the technology to analyses of cancer
metabolism in vivo. Metastatic progression of cancer
does not only upregulate their glucose metabolism but
might utilize metabolic properties of host organs that
benefit cancer metabolism, although such a hypothesis
remains elusive. Newly developed microscopic
imaging mass spectrometry combined with MS?
analyses allowed us to collect micrographs of many
different metabolites in a single frozen section, and
combination with CE-MS data collected from the
serial section provided semiquantitative information
of individual signals. The current method revealed
that human colon cancer xenografts metastasized

in livers of super-immunodeficient NOD/scid/ynull
(NOG) mice deprives L-alanine to support their
metabolic demands for synthesizing glutathione

and nucleotides. In this model, hepatic metastasis
triggered regenerative responses of the host liver
concurrently with hypoglycemia and accumulation
of glutathione and nucleotides in the tumor-bearing
liver. MS? analyses under loading '*Cs-L-alanine
provided evidence for earlier filling of glutathione
with BCa-y-glutamylcysteine structure in metastases
than surrounding liver parenchyma. The 3Cs-L-
alanine loading also caused an increase in *C2-UDP
in metastatic foci and in the host liver. MS? analyses
to assess the pathways for 3C incorporation revealed
that L-alanine not only undergoes gluconeogenesis in
the host to synthesize ribose but serves as a substrate
to supply glutamate and pyrimidine carbons for
nucleotide synthesis occurring in the metastases. Our
results suggest that human colon cancer metastases
utilize gluconeogenic substrates of the host not only
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through pentose phosphate pathway but through
glutaminolysis, supporting their metabolic demand of
glutathione and nucleotides to cause hypoglycemia.
In order to explore novel molecular targets that play a
crucial role for survival of cancer cells, combination
of human cancer xenograft models with large-scale
computer simulation of metabolic systems might
serve as a powerful stratagem in future.
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Abstract

1. Introduction

Realistic simulation of the brain is a grand challenge
toward understanding how the brain works and also
in establishing how to simulate complex dynamical
systems. Detailed computer simulations of the brain
have so far been limited to the cellular or local

circuit levels, such as the Blue Brain Project and
Cortical Columns in Silico. The aim of our project

is to reconstruct the whole brain network including
sensory inputs and motor outputs and to test how the
brain functions under dynamic interactions with the
environments.

The use of super computers has mostly been limited
to batch operations in which huge jobs are put into a
queue and the results are given after indefinite hours
or days waiting. An important rationale for a locally
concentrated super computer like K, as opposed to
world-wide distributed computing grids, is its use

for time-critical missions. Simulation of the brain of
a humanoid robot is a scientifically important and
computationally demanding challenge. Despite big
progresses in movement control and appearances,
current humanoid robots are far from human-like
because of their limited behavioral responses, in
other words, because of their poor brains. Human-
like behaviors require huge computations, from
sensory processing and motor control to language
and emotion. And natural human interaction requires
timely responses. Real-time simulation of the brain of
a humanoid robot is an ultimate test of what we know
(and do not know) about the brain function and also
an ultimate test in high-throughput computing.

As the first step in implementing a humanoid brain,
we focus on the oculomotor control loop, which is
one of the best-studied model system in neuroscience.
2. Oculomotor Network Model

The mammalian oculomotor system has a hierarchical
organization with the retina — superior colliculus —
brain stem — eye muscles as the most basic pathway,
over which the cerebellum, the basal ganglia, and the
cerebral cortex impose more sophisticated control.
Here we focus on the basic pathway with the emphasis
on the neural circuit of the intermediate layer of the
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superior colliculus, which is regarded as the center for

the control of saccadic eye-movements.

The superior colliculus model [1] consists of the

visual input layer, burst neuron layer (output), buildup

neuron layer, and deep inhibitory layer. The neurons

were implemented by integrate-and-fire models and

the excitatory and inhibitory connections were set up

according to the anatomical literature and to reproduce

the activity features of different types of neurons.

The model was implemented using a spiking neural

network simulation tool NEST [2]. The model of

one side of the superior colliculus consisted of about

100,000 neurons and the computing time was about

four times the simulated biological time on 800 nodes

of the Intel cluster at RICC. The result replicated the

known velocity and duration features of saccadic eye

movements, known as ‘main sequence.’ The model

suggested the role of spreading activities of buildup

neurons in deciding when to stop the eyes [1].

3. Robot Eye Movement Experiment

We connected the left and right copies of the superior

colliculus model and the brain stem network model

with a multi-simulation coordinator MUSIC [3]. The

integrated model ran at RICC was connected through

the internet to the eye control system of a humanoid

robot CB-i at ATR [4]. The CB-i could interact with

a human partner by tracking by its eyes a marker

moved by the partner. Although the K computer was

not available for such an interactive use, our result

demonstrates the feasibility and usefulness of high-

throughput computing for real-time simulation of the

brain for live interaction with humans.
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Abstract

1. Introduction

The human brain comprises about 10'' neurons that
are sparsely and specifically connected by about
10,000 outgoing synapses each, mediating electrical
pulses (spikes). In computational neuroscience, the
bottom-up approach starts from a mathematical
description of the single neurons and their interactions
in order to investigate the emergent network dynamics
[1]. The NEST simulator [2] is tailored to this
resolution. Individual neurons with a single or few
compartments are represented as small systems of
differential equations, which interact by d-impulses to
form coupled networks of natural size and complexity.
For the neuron models frequently used in the field,
the time evolution of the (essentially linear [3])
dynamical equations can often be integrated exactly,
requiring only a few floating point operations per
neuron to implement precise update schemes [4]. The
mammalian cortex, which carries out higher brain
functions, is of particular interest. A network of about
105 neurons, called the local cortical microcircuit,

is required to represent the layer- and cell-type
specific connectivity with all local synapses and can
be interpreted as an elementary unit of the cortex.
Fundamental dynamic properties, like the layer-
dependent firing rate are explained at this scale [5].
The top-down approach starts from an abstract
description of a particular brain function and
investigates how this function is implemented at

the level of neurons and synapses (e.g. [6]). The
functional circuits of the cortex typically involve
several brain areas [7]. The well-studied visual

cortex of primates comprises on the order of 100
million neurons, hierarchically organized in areas

that can exceed 10 million neurons and 100 billion
synapses. Previously, simulations were constrained

to models of the local cortical microcircuit or non-
spiking macroscopic models. With the technological
advances of recent years, the representation of the full
multi-scale connectivity of the brain has come within
reach. The memory demands of such simulations [§]
are only met by distributed simulation software and
supercomputers, such as the K computer in Kobe.
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2. NEST on peta-scale supercomputers
NEST is subject to incremental and iterative
development driven by the needs of the neuroscience
community. These efforts are coordinated by the
NEST Initiative (www.nest-initative.org), a non-profit
organization. The storage of synaptic connections

of brain-scale networks dominates the memory
consumption of spiking network simulations, because
synapses outnumber neurons by a factor of 10%. Only a
parallel computer offers the required memory. In NEST
the synapses are stored on the machine where the target
cell is located. This scheme keeps the communication
load between processors low, as only the identifiers of
neurons that emitted a spike need to be communicated
to the other machines, employing collective MPI
communication.

The kick-off meeting of the Brain and Neural Systems
Team (BNT) took place on November 10th, 2008, at
the RIKEN Marunouchi office in Tokyo. First trials of
the simulation kernel developed for small clusters (2nd
generation kernel, 2g) executed on the BG/L at RIKEN
Wako scaled to 1024 processors for a network of 103
neurons. At the 3rd BNT meeting October 6th, 2009,
we presented scaling data for 10° neurons and up to
32,768 core of the JUGENE BG/P computer at Juelich.
These data exposed memory consumption as the
limiting factor. To investigate the issue systematically,
we developed a mathematical model which describes
the memory usage per process as a function of the total
number of processors and network size [8]. Guided by
the model, we identified the data structures dominating
the memory usage of NEST. On supercomputers, the
10* or more compute nodes outnumber the synapses
per neuron, such that on average each node stores

only one synaptic target per source neuron. Moreover,
only a small fraction of the total number of neurons

is local to a given node. By February 2010 we had
defined a roadmap for the K computer where along

3 milestones network size increases from 10° (1) to

108 (2) and above (3). On September 28th, 2010, just

2 days before the 5th BNT meeting, the simulation
language interpreter compiled on a prototype machine.
On November 12th 2010 the complete NEST compiled
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for the first time as reported at the 6th meeting on

April 18th of the following year. On May 6th, 2011,
NEST compiled on the K test system and finally on
September 1st on K as reported at the 7th BNT meeting
on the 29th of the same month. In the 3g kernel,

we employ data structures which account for the
sparseness of synapses and enable the efficient storage
of information about non-local neurons [8]. With these
improvements to the fundamental data structures the
second milestone came into sight at the 8th meeting on
March 13th, 2012, and was reached in May [9] utilizing
just above 12,288 compute nodes which is less than

14 per cent of K. The simulation of realistic neuronal
networks requires the representation of different forms
of synaptic plasticity [10,11]. The outgoing synapses
of a given neuron are stored in a set of homogeneous
data containers. Distinguishing different synapse types
therefore requires an intermediate vector-like data
structure. However, this distinction is inefficient for
computers with 10* nodes, where typically for a source
neuron only a single synapse is stored. In the second
step of our redesign we therefore built an adaptive
framework which chooses the optimal container from

a predefined set depending on number and type of the
synapses. The set of possible containers is created by
recursive template meta-programming [12]. In the third
step, we improved the memory layout of the synapse
objects. When a connection is established, it is checked
whether the involved neurons and synapse types match.
The improved handshake mechanism does not require a
virtual function table pointer in the synapse. In addition
the alignment of synaptic parameters was improved.
The last two steps of the redesign are combined in

the 4g kernel presented at the 9th BNT meeting on
September 25th. Fig. 1 shows the network size which
just fits on a given number of compute nodes and the
runtime for the corresponding network simulation.

The 4g kernel enables simulations of 10° neurons on

K. The increase of runtime with increasing number of
nodes is due to the collective communication scheme.
Good scaling of network setup and simulation phase
are achieved with a hybrid code which combines fine
grained parallelism employing OpenMP threads and
distributed parallelism based on MPI. The 3g and
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Fig 1. Maximal network size (triangles) and
simulation time (dots) as a function of the number of
employed nodes for the 4g kernel.

4g kernels do not compromise on generality of NEST;
functionality and user interface remained the same [13,14].
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Abstract

1. Introduction
Living matter is intrinsically hierarchic. In molecular
scales, atomic structures made revolution in the field,
but a gap between atomic resolution information
and cellular biological interest is still large.
Experimentally, large fluctuation involved in huge
biomolecular systems makes the structural analysis
harder. Thus, molecular dynamics simulations can
augment experiments hopefully filling a gap between
high resolution structural information and cellular
biology. Yet, atomic simulation cannot easily deal
with long time dynamics. To this end, for long-
time simulations of huge systems, coarse-graining is
useful.
Given these situation, our purpose is, on the basis
of atomic resolution structural data and simulation
technology, to

1) systematically construct CG models,

2) develop a software CafeMol that implements the

CG models, and,
3) apply them to various biological phenomena at
molecular scale important in cellular biology.

1.2. Development of CG models and a
software CafeMol

In 2007, we started coding CafeMol, a generic
software for CG simulations of biomolecular systems.
Dr. Kenzaki primarily coded the major part of the
software, and others contributed to write some
portions. CafeMol is written in Fortran 90 and is
parallelized with openMP and MPI. On K computer,
we tested it showing a good scaling up to 98000 cores
and 33% efficiency in a single node.

CafeMol uses CG models that has a one- bead-

per- amino acid resolution for proteins, and three-
bead- per- nucleotide resolution for nucleic acids.
Lipid model is still premature. We developed some
multiscale protocols to derive CG parameters from the
all-atom force field and experimental structural data.

92

2. Applications to various biological
phenomena

In parallel to the development of CG models and

the software CafeMol, we have been applying

them to various biological phenomena in molecular
scale important in cellular biology. In particular,
applications include a few molecular machines, such
as multidrug transporter AcrB and molecular motor
kinesin, and simulations of nuclear processes, such
as nucleosome dynamics and transcription factor p53
search dynamics.
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Abstract

1. Introduction

At the cytoplasm in cells, 70% of the volume fraction
is occupied by water molecules and in the rest of

the volume, a large number of proteins, RNA, or
other metabolites exist. This environment is often
called as ‘macromolecular crowding’ in cell and has
been paid a lot of attention by many theoretical and
experimental researchers. One of the key questions
in this issue is whether protein is stabilized or
destabilized in such crowded environment. Most

of the previous studies suggest that protein is more
stabilized in crowded environments rather than that in
dilute solution. However, recent experimental studies
suggest that protein stability significantly dependent
on the crowding environments. The hydrogen-
exchange experiments in NMR spectroscopy shows
that protein stability significantly depends on the
types of crowding agents: In another experiment, in-
cell NMR spectroscopy, Inomata et al. found that
ubiquitin is destabilized inside of the cell [Inomata

et al. Nature (2009)]. These experiments suggest that
protein-protein interaction in crowded environment is
essentially important and is not fully examined based
on the previous theoretical studies in which only
volume exclusion effect is considered as the major
crowding effect. We therefore performed atomistic
molecular dynamics (MD) simulations of proteins
under crowded conditions in explicit water.

2. Protein stability changes due to different
protein crowders

In the first applications of crowding simulations,

we examined the effect of cellular crowding by
performing MD simulations of chymotrypsin inhibitor
2 (CI2) in the presence of either lysozyme or bovine
serum albumin (BSA) crowder molecules. This is the
same protein and crowder proteins in which Pielak

et al recently studied by the hydrogen-exchange
experiment in NMR spectroscopy (Miklos, A. C.;
Sarkar, M.; Wang, Y.; Pielak, G. J. J. Am. Chem.

Soc. 2011, 133, 7116). The simulations confirm a
destabilization and significantly slowed diffusion

of CI2 in the presence of lysozyme and indicate

that this observation is a result of extensive, non-
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specific protein-protein interactions between CI2 and
lysozyme. CI2 interacts much less with BSA crowders
corresponding to a weak effect of crowding. Energetic
analysis suggests an overall favorable crowding free
energy in the presence of lysozyme while weaker
interactions with BSA appear to be unfavorable.

3. Hydration and protein-protein
interactions in crowded conditions

In the next applications of crowding simulations,

we performed explicit solvent MD simulations of a
series of protein G and protein G/villin systems at
different protein concentrations. In this study, we
focused on hydration structure and protein stability.
Hydration structure was analyzed in terms of radial
distribution functions, three-dimensional hydration
sites, and preservation of tetrahedral coordination.
Analysis of hydration dynamics focused on self-
diffusion rates and dielectric constants as a function
of crowding. The results show significant changes in
both structure and dynamics of water under highly
crowded conditions. The structure of water is altered
mostly beyond the first solvation shell. Diffusion
rates and dielectric constants are significantly reduced
following linear trends as a function of crowding
reflecting highly constrained water in crowded
environments. The reduced dynamics of diffusion

is expected to be strongly related to hydrodynamic
properties of crowded cellular environments while the
reduced dielectric constant under crowded conditions
has implications for the stability of biomolecules in
crowded environments. The results from this study
suggest a prescription for modeling solvation in

simulations of cellular environments.

4. Summary and perspectives

The results provided MD simulations with explicit
solvent seem to be complementary with experimental
data and show new insight on the crowding effect

on proteins in cell. Using K computer, we expect

to simulate larger and more realistic systems of the
cytoplasm to examine crowding and confinement
effect on biological molecules.
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Abstract

Computational systems biology is gradually seeping
in cancer research. We present a challenge for
uncovering systems in cancer by supercomputer.
SiGN-L1 (NetworkProfiler) (based on L1-
regularizaon) is a method that will exhibit how gene
networks vary from patient to patient according

to a modulator, which is any score representing
characteristics of cells. We defined an EMT
(epithelial-mesenchymal transition) modulator and
analyzed gene expression profiles of 762 cancer cell
lines. The computation took 3 weeks on 1024 CPU
cores. Network analysis unraveled global changes of
networks with 13,508 genes of different EMT levels.
By focusing on E-cadherin, 24 genes were predicted
as its regulator, of which 12 have been reported in
the literature. A novel EMT regulator KLF5 was also
discovered in this study. We also analyzed Erlotinib
resistant networks using 160 NSCLCs with GI50 as
a modulator. Hubness analysis exhibited that NKX2-
1/TTF-1 is the key gene for Erlotinib resistance in
NSCLCs. Our microRNA/mRNA gene network
analysis with Bayesian network method called SiGN
also revealed subnetworks with hub genes (including
NKX2-1/TTF-1) that may switch cancer survival.
The supercomputer was also applied for modeling
dynamics in cancer cells from time-course gene
expression profiles and revealed dynamic network
changes against anti-cancer drugs and network
differences between drug-sensitive and drug-resistant
cancer cells. For dynamic system modeling, we
devised a state space model (SSM) with dimension
reduction method for reverse-engineering gene
networks from time-course data, with which we can
view their dynamic changes over time by simulation.
We succeeded in computing a gene network with
prediction ability focused on 1500 genes from data of
about 20 time-points. We applied this SSM model to
human normal lung cell treated with (case)/without
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(control) Gefitinib, and we identified genes under
differential regulations between case and control. This
signature of genes was used to predict prognosis for
lung cancer patients and showed a good performance
for survival prediction.
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bioinformatics, including ultra-fast metagenome sequence analysis, protein-protein interaction prediction, virtual
screening of drug compounds, machine learning for pharmacokinetics prediction, and software system for mass
spectrometry analysis.
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Abstract

1. Introduction

Protein-protein interaction (PPI) plays a core role in
cell functions. Massively parallel supercomputing
systems have been actively developed recently, that
enables us to solve large-scale biological problems
such as PPI network prediction based on tertiary
structures.

To challenge interactome level large-scale analysis
by fully utilizing protein tertiary structures, we

have proposed a large-scale PPI prediction system
“MEGADOCK?” based on exhaustive protein docking
and post-docking analysis [1][2]. We input protein
structure data to the system and get predictions of
possible interacting pairs among them.

We have already applied our system to 44x44 (subset
of protein docking benchmark 2.0) and 89x89
(structures of bacterial chemotaxis proteins) scale
analyses. In real biology problem, such as searching
drug induced pathway of EGFR signaling, about
200 proteins should be examined. In our preliminary
survey on the EGFR pathway and related proteins
data, we found about 2000 structures corresponding
to these proteins. Therefore, the PPI network
prediction system needs to handle about 20002000

combinations of protein structures.

2. Implementation

To solve such large-scale problems, highly efficient
computing system is necessary. We implemented
MEGADOCK by using hybrid parallelization
where each docking processes are calculated in
parallel within one node and number of docking
jobs are distributed among nodes. We also designed
MEGADOCK using a simple score model to reduce
calculations required for protein docking.

3. Results and Conclusion

MEGADOCK showed almost linear scaling up to
24,576 nodes on K computer (RIKEN Advanced
Institute of Computer Science, Japan).

As an application to real biology pathway, PPI
prediction using MEGADOCK was performed on
the reconstruction of a canonical signal transduction
pathway of bacterial chemotaxis (13 proteins, 89
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structure data including multiple structures for each
protein species), human apoptosis pathway (57
proteins, 158 structures) and human EGFR signal
transduction pathway (49 proteins, 497 structures).
The F-measure value was 0.44 when applied to
chemotaxis pathway, 0.28 when applied to apoptosis
pathway and 0.36 when applied to human EGFR
pathway.

The proposed approach to computational PPI
detection is a promising methodology for mediating
between structural studies and systems biology by
utilizing cumulative protein structure data for pathway
analysis.
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Abstract

Whole-genome approaches accompanied with
supercomputing have opened new frontiers in medical
research. Genome-wide association studies (GWAS)
exhaustively explore disease-related single nucleotide
polymorphisms (SNPs) and genes in the human
genome. They also provide information for deciding
which drugs and dosages are adequate for individuals
— personalized medicine. In addition, high throughput
next-generation sequencing (NGS) enables us to apply
whole-genome sequencing to individual genomes
with high quality. Supercomputing accelerates the
processing of these huge datasets, and leads to

novel findings in genomic medicine by allowing for
computationally intensive sophisticated mathematical
modeling and analysis. These technologies have

revolutionized medical research as well as health care.

1. Introduction

In 2002, our center reported the world’s first GWAS
results [1]. In 2004, using gene-based data, I
constructed the world’s first linkage disequilibrium
(LD) map, and found exotic patterns of natural
selection on genes [2]. Thereafter, we participated in
the International HapMap project to construct a more
extended LD map and select tagging SNPs, which has
been used for chips/arrays [3]. This resulted in a large
increase in the number of GWAS, further accelerated
by the BioBank Japan project, and the discovery of
many genes related to common diseases, cancers, and
drug responses.

2. Approaches to missing heritability
problem

We are now facing the missing heritability problem:
current GWAS results are insufficient to explain the
expected heritability of common diseases. One of
approaches to this problem is to increase the power
of GWAS. To this end, we are now enlarging sample
sizes using disease cohorts and performing meta-
analysis through collaborations around the world.
Another approach is to examine multiple markers
simultaneously; typical GWAS looks at only single
common SNPs as markers. We have developed
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an efficient algorithm, ParaHaplo, for handling
haplotypes, combinations of alleles at adjacent loci
on the chromosome which are transmitted together,
as markers [4-7]. Because the number of tests
significantly drops when using haplotype blocks
rather than single SNPs as units, we can expect an
increase of power. To calculate the empirical p-values
for significance, we apply permutation procedures and
Markov Chain Monte Carlo methods, which require
supercomputing power.

Another method for processing multiple markers
simultaneously is based on gene-gene/SNP-

SNP interaction detection. We have developed an
efficient algorithm, ExRAT, which processes all SNP
combinations, a very large number of comparisons,
and calculates the empirical p-values using the
importance sampling technique.

Beyond the aforementioned techniques for handling
multiple SNPs on current GWAS platforms, we are
exploring methods using other types of markers

to approach the missing heritability problem. We
are using genotype imputation to explore hidden
SNPs with lower allele frequency, as well as to
combine data from chips with different marker sets.
One promising approach for developing higher
quality reference haplotypes and for exploring
unknown variation is analyzing lower frequency
variations, e.g. single nucleotide variations (SNVs)
and copy number variations (CNVs), through NGS.
To develop our analytical pipeline for NGS data,
we sequenced a single genome at high coverage,
resulting in the first reported Japanese individual's
whole-genome sequence [8]. That work allowed us
to establish methodologies for detecting multiple
types of variations: SNVs, structural variations
including CNVs, and novel sequences. Based on
our methodology, we have constructed a pipeline
NGSanalyzer for analyzing personal genomes [8],
cancer genomes [9,10], as well as whole-exome
analysis for common/monogenic diseases.
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3. Supercomputing for genomic medicine
For analyzing huge GWAS and NGS datasets, we
had to implement massively-parallel pipelines

for ParaHaplo, ExRAT, and NGSanalyzer on
supercomputer systems. For each algorithm, we
have developed an efficient pipeline that can be run
on the K computer, which allows for the processing
of huge datasets of whole genomes for many cases/
controls within practical time: ~ days. In summary,
statistical genetics and supercomputing enables us to
analyze many individuals’ whole genome sequences
with high accuracy, speed, coverage, and preciseness
for applying specific therapies with each individual,

allowing the prevention of disease in an individual by

prediction — personalized medicine.
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Abstract

1. Introduction

It has been about 40 years since a computer simulation
is called as the third method of science. A recent
explosion of data, the so-called appearance of big data,
strengthens the research domain to study a method of
tools for analyzing big data such as statistics, machine
learning, data mining, and visualization technologies.
This phenomenon is called the fourth paradigm

after a publication. The data assimilation (DA) is a
synthesis technique based on the Bayesian filtering
method by embedding observation/experiment data

in a numerical simulation. DA is an emerging area in
earth sciences, particularly oceanography. Its research
motivation is easily understood simply if we notice
that there are too many uncertainties in the model
such as the boundary condition, initial condition,
unknown parameters, and unknown dynamics. It
yields an accommodation ability to make a simulation
real, and the better initial and boundary conditions can
be automatically obtained.

Major objectives of DA are classified into the
following five aspects. The first is to find the best or
better initial condition for forecasting. It is actually
realized in the real weather forecast. The second

is to find the best or better boundary condition in
constructing a simulation model. This procedure
includes a setting of appropriate boundary conditions
necessary for dealing with the coupled phenomena.
The third is to optimize the configuration of
macroscopic parameters which substitute a description
of complicated real phenomena involving different
temporal and spatial scales. A validation of the
empirically given values is included in this problem.
The fourth is to inter/extrapolate physical quantity
with some numerical simulation model at times and
locations where no observation data is available.

This procedure is called “a generation of re-analysis
dataset (product)”. The fifth is to perform a sensitivity
analysis of virtual observation network in an attempt
to construct an effective observation network system
with less budgetary cost and less consuming time.
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2. Applications

We are studying the sequential DA methods based

on the Ensemble Kalman and particle filters, and
conducting the DA experiments in several specific
areas. We will give a brief explanation for the
sequential DA and demonstrate a part of applications
carried out by our DA research group.

The understanding of transcription circuit is not
enough from both the experimental and the theoretical
views. Life Science Data Assimilation System
(LiSDAS) has been developed as an application
dedicated for K computer, with the aim of proposing
improved models by assimilating observation data to a
conventional model. LiSDAS describes transcriptional
circuits in terms of differential equations, which
include processes of protein-protein interactions,

the activation or the repression of mRNAs by
transcription factors, and the degradation of mRNAs
and proteins. We will make a demonstration in our
talk, employing two network models: a circadian
rhythm network model and a statistically constructed
model for network of mRNAs in lung cancer cells.
Data assimilation works also in intracellular fluid
dynamics. A large flow is observed in a fertile egg
right before a cell division its mechanism is yet
uncertain. One hypothesis is that proteins “myosin”
in the cell wall drive physically such intracellular
flow. We have performed data assimilation in order to
obtain dynamical evidence supporting this hypothesis.
Our model obtained by data assimilation successfully
explains the observed cytoplasmic flow.

We have also applied DA to influenza epidemics

and estimated connection of cities in the context of
2009 influenza pandemic. It is important to know
how degree cities are coupled since such preventive
activities are conducted basically by individual
autonomies.

References
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